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Agenda

• Introduction (10 mins)

• Solution Overview (20 mins)

• Solution Training: Part 1 (30 mins)

• Break (5 mins)

• Solution Training: Part 2 (30 mins)

• Solution Training: Part 3 (40 mins)

• Questions and Discussion (30 mins)



Introduction (10 mins)



Agenda

• Arkivum Overview

• Product and Services

• Certification, Standards and Good Practice

• Approach to ARCHIVER

• Partnership with Google

• Availability of the solution in EOSC



About Arkivum

• Founded in 2011 out of the University of 
Southampton – initial focus on Higher Education 
Research Data

• VC backed and funded

• Headquartered in Reading, UK

• ~25 full time employees

• ISO 9001 and 27001 certified

• Full SaaS offering launched in 2017

• +50 customers as of 2022 across Higher 
Education, Heritage, Pharma and Life Sciences



Data supported includes:

Arkivum Fully Managed Archiving and Preservation Solution

Data Sources Arkivum Archiving & Preservation Solution

Archivists, 
Researchers, 

Compliance etc.
Safeguarding Preservation Discovery & 

Access

Data Uploaded to 
Arkivum

Cloud Infrastructure.  
Option to store data in up to 3 locations

Managed 
Ingest Process



Standards, Certification, Quality and Assessment

• Certified to ISO 9001 and ISO 27001

• SoPs for everything we do as part of our QMS

• Validated product releases

• GxP audited by customers, with a 100% success rate

• Mappings available of our product/services to NDSA 
preservation levels, DPC RAM, Core Trust Seal and FAIR 

Levels of Digital Preservation



Services and Good Practice

Professional and Customer Services

• Requirements analysis, SoPs and workflows

• Onboarding

• Data migrations

• Computer Systems Validation

• Integrations

Advocacy, Education, Advice

• Regular blog content

• eBooks

• Monthly webinars

• Research reports

• Conferences and events

• Promotion of LTDP practices into in new domains



Approach to ARCHIVER

• Collaborative and iterative development and testing

• Knowledge sharing across domains (LTDP, RDM, data science)

• Real world tests and benchmarking

https://zenodo.org/record/4574234#.YW2NyqDTWJQ



Partnership with Google

• GCP provides a highly scalable infrastructure (compute, storage, networking)

• Connected to GÉANT and NRENs across Europe

• GCP is widely used as a cloud platform for scientific data processing

• Low carbon footprint and good environmental credentials 

• Discounts for education/research

• Arkivum is a Google Reseller

• Combined solution in ARCHIVER

https://indico.cern.ch/event/1008656/contributions/4232849/attachments/2192041/3705047/physics_analysis_google_meeting-16.02.2021.pdf



European Open Science Cloud (EOSC) and related projects

• EOSC Marketplace listing
• Early Adopters Programme

• Ordering possible through EOSC 
• Via the Arkivum website

• Active involvement in past, present and 
future EOSC events

• Future initiatives and projects
• EOSC TF DP



Solution Overview (20 mins)



Agenda

• LTDP of Research Datasets

• Architecture and Arkivum Solution 

• Integration into RDM landscape of Repositories and FAIR

• SSO using eduGAIN

• Scalability and Performance

• Deployment options: cloud and on-premise

• Cost-efficiency and Environmental Sustainability



Long-Term Digital Preservation of Research Data: Functionality 



Long-Term Digital Preservation of Research Data: Good Practice

Levels of Digital Preservation



Standards, External Assessment and Certification

Self Assessment

Peer Review

Formal Certification



Long-Term Digital Preservation (LTDP) Factories
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Arkivum Microservices and Workflows

Levels of Digital Preservation



NDSA Preservation Levels

This tool can be used to assist you with determining which 
aspects of digital preservation you have strength in and 
which you may need to focus future efforts.

Functional Area ENTER 0, 
1, 2 Level 1 (Know your content) ENTER 

0, 1, 2 Level 2 (Protect your content) ENTER 
0, 1, 2 Level 3 (Monitor your content) ENTER 

0, 1, 2 Level 4 (Sustain your content)

To use this tool, you will enter in a 0, 1, or 2 in each box 
next to a task.  The conditional formatting will color code 
the tasks.

2

Have two complete copies in separate 
locations 

2

Have three complete copies with at least 
one copy in a separate geographic 
location 2

Have at least one copy in a geographic 
location with a different disaster threat than the 
other copies 2

Have at least three copies in geographic 
locations, each with a different disaster 
threat

2 = Achieved 2 Document all storage media where content is 
stored 2

Document storage and storage media 
indicating the resources and 
dependencies they require to function

2 Have at least one copy on a different storage 
media type 2 Maximize storage diversification to avoid 

single points of failure

1 = Work in Progress 2 Put content into a stable storage 2 Track the obsolescence of storage and media 2
Have a plan and execute actions to 
address obsolescence of storage 
hardware, software, and media

0 = Not started 2
Verify integrity information if it has been 
provided with the content 2

Verify integrity information when moving 
or copying content

2

Verify integrity information of content at fixed 
intervals

2

Verify integrity information in response to 
specific events or activities

NOTE: It is recognized that some of these tasks may not 
be 'in scope' for all organizations.  For example, an 
organization may not be the ones in charge of a task and 
therefore entering a 0, 1, or 2 is not accurate.  It is 
recommended to leave anything that your organization will 
not do or be able to do blank.  This will keep the cell white 
allowing review to be done on only the colored cells.  

2 Generate integrity information if not provided 
with the content

Use write-blockers when working with 
original media 2

Document integrity information verification 
processes and outcomes 2 Replace or repair corrupted content as 

necessary

2 Virus check all content; isolate content for 
quarantine as needed 2

Back up integrity information and store 
copy in a separate location from the 
content

2 Perform audit of integrity information on 
demand

Control 2
Determine the human and software agents 
that should be authorized to read, write, move, 
and delete content

2
Document the human and software 
agents authorized to read, write, move, 
and delete content and apply these

2
Maintain logs and identify the human and 
software agents that performed actions on 
content

2
Perform periodic review of 
actions/access logs

2

Create inventory of content, also documenting 
current storage locations 2

Store enough metadata  to know what the 
content is (this might include some 
combination of administrative, technical, 
descriptive, preservation, and structural)

Determine what metadata standards to apply
2

Record preservation actions associated 
with content and when those actions 
occur

2
Backup inventory and store at least one copy 
separately from content Find and fill gaps in your metadata to meet 

those standards 1 Implement metadata standards chosen

2
Document file formats and other essential 
content characteristics including how and 
when these were identified 

2

Verify file formats and other essential 
content characistics 1 Monitor for obsolescence, and changes in 

technologies on which content is dependent 1
Perform migrations, normalizations, 
emulation, and similar activities that 
ensure content can be accessed

Build relationships with content creators 
to encourage sustainable file choices

Metadata

Content

Level

Storage

Integrity

Levels of Digital Preservation Assessment Tool



DPC RAM



Repositories and FAIR





Other Repository Integrations



CoreTrustSeal and FAIR



Cloud-hosted Processing of Archived Research Datasets

• GCP hosted applications
• Cloud Functions (serverless code)

• Cloud Run (containers)

• GKE (Kubernetes)

• Compute Engine (VMs)

• Arkivum Webhooks
• Ingest, preservation, access

• Arkivum REST API
• including search, get metadata, export files

• Xrootd server
• Easy integration of scientific apps





Portability

• Single software stack that can run on AWS, GCP and OpenStack

• Deployed on GCP and at CERN for ARCHIVER

• Ingest and export of data and metadata in native formats

• Interact with solution using standard protocols (s3 buckets, REST API, eduGAIN, Web UI)



Open Standards, Open Specifications, Open Source: Deployment



Open Standards, Open Specifications, Open Source: Interaction

Bagit & BDbags



eduGAIN and AAI

• Arkivum is a member of the UKAMF

• eduGAIN integration uses SimpleSAML php
• WAYF service for selecting IdP

• Routing of IdP authentication to systems/tenants

• Mapping of user’s IdP attributes to roles/groups

• Other SSO options possible:
• LDAP and Active Directory

• SAML and OpenID

• Social (Twitter, Facebook, Instagram, Google etc.)



Scalability and Performance



Serverless Computing: Scalability, Performance, Efficiency

• Scalable and cost-effective archiving workflows and processing
• Kubernetes and autoscaling

• Scale to zero as well as autoscaling for peak loads (pods and nodes)

• Pre-emptible nodes to reduce costs (up to 70% lower)

• Terraform and Ansible for provisioning

• Rancher, Prometheus, Grafana, Kibana for monitoring and analytics

• Microservices
• Checksum, virus scan, file format identification, caching, replication, unpack …

• Stateless and able to run in parallel (can 100TB+ per day)

• Jobs recorded and tracked



Example: Ingest and Archiving of Astronomy Datasets

440,000 image files (25TB) ingested as 2780 big data bags within 24hrs

CP
U

 c
or

esIngest 

Starts

Time
All done





Preservation Formats and Access Formats



https://www.archives.gov/records-mgmt/policy/transfer-guidance-tables.html



Example: Preserving Documents

• 349k GOV DOCS files in batches of 1000 files, including Archivematica to generate AIPs and DIPs

• 142k normalised files (Office file formats -> PDF/A)

CP
U

 c
or

es

Ingest 

Starts

Time

All 

Done



Cloud Deployment, Costs, Environmental Sustainability



Leveraging the Scalability and Efficiency of Cloud Infrastructure

https://datacenters.lbl.gov/sites/default/files/Masanet_et_al_Science_2020.full_.pdf



Green Data Centers, Renewable Energy

https://electricitymap.org/



Green Data Centers, Renewable Energy

https://www.google.com/about/datacenters/gallery/#hamina-exterior-landscape

https://cloud.withgoogle.com/region-picker/



Costs, Resource Consumption, Carbon Footprint



Benchmarking and Metrics

• Execute real world scenarios

• Record parameters
• execution time
• data volumes, number of files
• type of activity (ingest, export, preservation)

• Extract costs and resource consumption from 
cloud provider

• Extract carbon footprint from cloud provider

• Add short-term and long-term storage
• Upload/export buckets, caching, archive buckets

• Calculate metrics

Ingest

$2.2 per TB

0.1 kgCO2eq

Long-term storage

$30 per TB-year

0.7 kgCO2eq per TB-year



Summary



The Arkivum Solution for ARCHIVER

• Highly scalable LTDP capable of ingesting and preserving 100TB+ per day

• Co-locate scientific applications with archived data

• Integration with InvenioRDM for creating/publishing landing pages

• Serverless computing: only consume what’s needed and when it’s needed

• Cost-efficient and minimized carbon-footprint

• Deployment using GCP, AWS and on-premise

• Provided as a fully managed service / SaaS solution 

• Supports LTDP requirements and models (DPC RAM and NDSA levels)

• Supports TDR and FAIR requirements and models (CoreTrustSeal and FAIR)

Levels of Digital Preservation



Solution: Part 1



Agenda

• Authentication and Authorisation (user interface and API)

• Overview of the Arkivum Web UI

• Configuration and Self-Service

• Getting data into the Arkivum solution



Authentication and Authorisation

• Local Accounts

• eduGAIN



Authorisation – User Roles

(#1) – Access to the respective datapool(s) assigned

System Activities Read Only User Superuser Admin

Dashboard view of datapools ✅ ✅ ✅ ✅

Search screen and any datasets associated to those assigned datapools ✅ ✅ ✅ ✅

Download files and metadata ✅ ✅ ✅

Upload files into datapools (#1) ✅ ✅ ✅

Add and remove existing retentions to objects and collections ✅ ✅ ✅

Request preservation ✅ ✅ ✅

View retention rules (#1) ✅ ✅ ✅

Initiate bulk exports ✅ ✅

Import and export metadata ✅ ✅

Create retention rules ✅



Authorisation – User Roles

Reporting Read Only User Superuser Admin

Ingest Report ✅ ✅ ✅

Preservation Report ✅ ✅ ✅

Normalisation Report ✅ ✅ ✅

Hold Report ✅ ✅ ✅

Unhold Report ✅ ✅ ✅

Processing Report ✅ ✅

Export Report ✅ ✅

Audit Trail ✅ ✅

Deletion Report ✅

Approval Workflows Read Only User Superuser Admin

Approve/reject ingests ✅ ✅ ✅

Approve/reject deletion requests ✅ ✅ ✅

Approve/reject Bulk Exports ✅ ✅



Authentication and Authorisation

https://vimeo.com/723625238/b5a3ee264a



AAI Summary

• Arkivum is a member of the UKAMF

• Arkivum is a registered SP
• REFEDS R&S, DP CoCo, Sirtfi

• Implementation using simpleSAML and keycloak

• WAYF allows users to select their home IdP

• Routing of authenticated users to specific tenants
• e.g. user from CERN IdP -> cern.archiver.arkivum.net

• Mapping of user attributes to roles
• e.g. User X with attribute Y that has value Z -> ROLE_ADMIN

• eduPersonEntitlement (part of REFEDS R&S bundle)



Dashboard Overview



Dashboard Overview

https://vimeo.com/722917823/17c05d473a



Arkivum Dashboard

• System usage:  data volumes, throughput, processes

• Administration: datapools, metadata configuration, buckets, retentions and holds

• Ingest and Export: via buckets, direct upload/download

• Search and Navigation: browse and find datasets, files, records

• Reports: ingest, preservation, exports, deletion, retentions, holds, audit log

• Notifications: approvals, alerts

• Web based, cross-platform

• Everything in the UI is also available through a REST API



Configuration

• Datapools

• Metadata namespaces

• Buckets



Datapools

Datapool Safeguarding Preservation InvenioRDM Escrow Read Only Access User Access Admin Access

Datapool 01 ✅ ✅ ✅ User 1 User Group 1 Admin Group

Datapool 02 ✅ ✅ ✅ ✅ User 2 User Group 2 Admin Group

Datapool 03 ✅ ✅ ✅ User Group 3 Admin Group



Datapools

• Where data will be stored for the long-term
• Frequent access or deep archive buckets

• What metadata fields and rules should be applied
• Dublin Core, DataCite, domain specific

• What processes to run when data is ingested
• Safeguarding and preservation

• Automatic cleanup
• E.g. remove datasets after successful ingest

• File encryption
• In addition to cloud storage, user provided keys

• User access
• Users can be given roles that allow access to specific datasets

• Webhooks
• Called at the end of the ingest and/or preservation process



Datapools



Metadata Namespaces



Metadata Namespaces

• Fields
• Title, Subject, Date etc.

• Field Types
• String, Date, Integer

• Repeatable or Single
• Titles, Identifiers etc. 

• Grouped
• First Name, Last Name, ORCID, Affiliation

• Editable
• Write once or updateable by users



Buckets



Buckets

• Ingest, Storage, Export

• AWS, GCP, on-prem
• GCP: standard, nearline, coldline, archive

• AWS: standard, glacier, deep glacier

• Provided by Arkivum or external

• Automatic cleanup of files

• Grouped together for long-term storage
• E.g. 1 copy GCP frequent access, 1 copy GCP deep archive, 1 copy Azure escrow 



Ingest of Datasets

• Ingest via buckets

• Ingest via REST API

• Ingest via Web UI

• Optional use of bagit

• Optional use of archive containers (tar, zip, 7z)

• Optional ingest of metadata

Bagit & BDbagsGCP 



Ingest Workflow using Buckets



Dataset Ingest

https://vimeo.com/722918646/46a9059c74



Optional Ingest Approval Workflow

• Users can upload content, but not ingest it

• Ingest Approvers get notified of new datasets

• Approvers can review datasets and approve/reject

• Datasets ingested 

• Decisions and actions in audit trail

• Notifications when ingest complete



Solution: Part 2



Agenda

• Search and Navigation

• Export of data and metadata

• Providing and updating metadata



Search and Navigation



Search and Navigation

https://vimeo.com/723627686/2153b90960



Hierarchical Data Structures

• Datasets can be structured using PCDM

• Structure defined in metadata

• Tree viewer shows hierarchies and links

• Breadcrumbs and other navigation aids



Searching

• Search box and search expressions (Booleans, fuzzy matches, wildcards etc.) 

• Query builder

• Filter by datapools, fields, type of entity (files, collections etc.)

• Searches only return results that user is entitled to see

• Save and re-run queries

• Easy export results of a search

• REST API or UI

• Backed by ElasticSearch allowing use of DSL or Query Strings 



Export

• Files and/or Metadata

• With/without bagit

• Choice of buckets

• Webhooks and Notifications

• Request/Approve workflow

• Export reports and audit trail



Export

https://vimeo.com/723623926/b82a560f3d



Export Approval Workflow

• Optional workflow

• Allows control over costs and access

• Can be combined with integrations, e.g. 
xrootd and InvenioRDM



Providing and Updating Metadata

• Metadata can be provided as XML, json or CSV

• Metadata fields are indexed and searchable

• Metadata can be extracted from domain specific metadata files

• Metadata fields can be mapped, e.g. to DublinCore or DataCite

• Rules can be applied to enforce metadata constraints

• Metadata can be provided when data is ingested, or added afterwards

• Metadata can be used to define the structure of datasets

• Metadata can be used to link datasets or files to each other



Metadata Example



Metadata Example 

(ark-manifest.json)

Type of entity 

(Collection, Object, File)

Identifier

Dataset Structure 

(Parent - Child)

Location of Files

(e.g. with ingest)



Mapping to DublinCore

File containing native 

metadata

Json Path metadata 

extraction

Location of native 

metadata file

Metadata Example 

(ark-manifest.json)



Relationship to other entities

Where file should be in 

dataset hierarchy

Where to store the file

Type of relationship 

(DataCite relations)

Metadata Example 

(ark-manifest.json)



End Result



Metadata Updates

• Add metadata to existing datasets using a 
metadata file, e.g. ark-manifest.json

• Export metadata file, update file, and re-ingest 
updated metadata file

• GET/POST/PUT metadata using REST API

• Edit metadata in the UI

• Extract metadata fields from native metadata files 
already in the archive

• Trigger external scripts/applications that 
extract/generate metadata using webhooks, Cloud 
Events, Arkivum REST API



Round-trip, dataset migration, exit strategy

• Export datasets into a bucket

• Bagit for dataset integrity checks

• Original data files, metadata files 

• Normalised preservation versions of files (if created)

• ark-manifest.json description



Round trip dataset

https://vimeo.com/723624529/0c4b8419e1



Retention Schedules and Deletion

• Dataset deletion follows a request/approve workflow

• Deletion needs one approvals

• Retention schedules can create deletion events



Solution: Part 3



Agenda

• File Format Normalisation

• Long-term storage: replication, tiers, fixity checks

• Access to archived data using xrootd

• Integration with InvenioRDM

• Co-locating applications with the Arkivum solution for 
pre and post processing of archived data

• Summary





Preservation Formats and Access Formats



https://www.archives.gov/records-mgmt/policy/transfer-guidance-tables.html



File Format Normalisation





Email Normalization Workflow



Long-term Archival Storage in Buckets



Storage Options and Fixity Checks

• Multiple copies of each file

• Multiple cloud providers

• Combine different tiers of storage

• Multiple checksums for each file

• Data integrity checks
• When data first stored
• Periodic checks



Datapools and Storage

https://vimeo.com/722930836/9659bb1784



Publication, Discovery, Analysis and Reuse of Research 

Data





InvenioRDM Workflow



InvenioRDM Workflow

https://vimeo.com/723439662/260a70b326



Xrootd Workflow

• Xrootd server hosted in GCP

• Transfer of datasets on-demand



Xrootd Workflow

https://vimeo.com/723493247/212b1f4de5



Cloud-hosted Processing of Archived Research Datasets

• GCP hosted applications
• Cloud Functions (serverless code)

• Cloud Run (containers)

• GKE (Kubernetes)

• Compute Engine (VMs)

• Arkivum Webhooks
• Ingest, preservation, export

• Arkivum REST API
• Including search, get metadata, export files

• Xrootd server
• Easy integration of scientific apps



Webhooks
• Can be set per job (ingest, preservation, export)

• Default webhooks for a Datapool (ingest, preservation)

• Includes API tokens to allow calls to secured endpoints





Long-Term Digital Preservation of Research Data

Levels of Digital Preservation



Self-Assessment using the CTS+FAIR Capability Maturity Model



Further Materials and Summary



Further Materials

• User Guide

• API Guide

• Cookbooks and examples for specific activities

• Demos and pilot projects

• Onboarding process, including detailed training

• Zendesk support portal

• Mappings to NDSA preservation levels, DPC RAM, CTS, FAIR metrics 

• iPRES 2021 paper and iPRES 2022 panel

• ARCHIVER deliverables



Summary

• The Arkivum solution enables LTDP of research data:
• Ingest, Preserve, Safeguard, Search, Navigate, Download, Export, Publish

• Support for reuse of scientific datasets: 
• xrootd, InvenioRDM, webhooks, reana, snakemake, scripts, k8s, VMs

• Flexible deployment
• GCP, AWS, Open Stack

• Authentication and Authorisation
• eduGAIN, request/approve workflows, control over actions and data

• Support for good practice, assessment and certification
• NDSA preservation levels, DPC RAM, CoreTrustSeal, FAIR principles and metrics

• Available for use today
• Listed on EOSC Marketplace, contact Arkivum or Google

Levels of Digital Preservation



Q U E S T I O N S ?

hello@arkivum.comwww.arkivum.com

matthew.addis@arkivum.com orcid.org/0000-0002-3837-2526 www.arkivum.com


